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Abstract. The increasing of the energy demand in every country has
lead experts to find strategies for estimating the energy demand of a
given country for the next year. The energy demand prediction in the
last years has become a hard problem, since there are several factors (like
economic crisis, industrial globalization, or population variation) that
are not easy to control. For this reason, it is interesting to propose new
strategies for efficiently perform this estimation. In this paper we propose
a metaheuristic algorithm based on the Variable Neighborhood Search
framework which is able to perform an accurate prediction of the energy
demand for a given year. The algorithm is supported in a previously
proposed exponential model for estimating the energy, and its input is
conformed with a set of macroeconomic variables gathered during the
last years. Experimental results show the excellent performance of the
algorithm when compared with both previous approaches and the actual
values.
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1 Introduction

The estimation of the energy demand for a given country has become a relevant
problem that needs to be tackled each year in every country [4]. Furthermore, the
energy demand is constantly increasing, mainly due to the global industrializa-
tion experienced in the last decades. It is worth mentioning that approximately
50 % of the total energy demand of a given country is performed by the indus-
try, which clearly shows the importance of this sector in the energy demand
estimation. The variation in the population as well as the globalization are two
additional key factors in the estimation of the energy demand of a country.
This problem has been previously addressed using different heuristic
approaches. Most of the previous works have been devoted to predict the energy
demand in developing countries like Turkey [1,4,7-9,14-16]. However, several
algorithms have been proposed to perform a similar task in China [17-19], Iran
[12], Korea [5], and Spain [13], among others. The algorithms proposed in these
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works base their effectiveness on the use of socio-economic variables. This fact
can be illustrated with the Genetic Algorithm (GA) proposed in [1], which intro-
duces a model based on four macroeconomic variables: Gross Domestic Product
(GDP), population, import and export size. These variables are used again in
a Multilayer Perceptron Neural Network [5] proposed for estimating the energy
demand in Korea.

More bio-inspired heuristic algorithms have been used for solving this task.
For instance, Particle Swarm Optimization (PSO) has been used as a stand-
alone algorithm [9,16] and hybridized with other bio-inspired algorithms, as Ant
Colony Optimization (ACO) and GA, for estimating the energy demand in sev-
eral countries [8,17-19]. Several prediction models based on logarithmic and
exponential functions have been proposed [12], supported by a GA for energy
demand estimation in Iran. Finally, the prediction of the energy demand in
Spain has been recently tackled with a Harmony Search algorithm combined
with Extreme Learning Machine [13].

This work is intended to solve the estimation of the Spanish energy demand
one-year-ahead, selecting the most relevant set of socio-economic variables,
among the ones used in previous works. The prediction is performed by using
a previously proposed exponential model [13], where a Variable Neighborhood
Search (VNS) algorithm is responsible of selecting the best parameters for the
model.

The remainder of the paper is structured as follows: Sect. 2 presents the expo-
nential model used for estimating the energy demand. The algorithmic proposal
is introduced in Sect. 3, while the experiments performed to test the VNS method
are described in Sect. 4. Finally, the conclusions derived from the experiments
are discussed in Sect. 5.

2 Prediction Model

The estimation of the energy demand in a given country can be represented by
different models that try to fit a function to the real energy demand. We can find
in the literature several models, based on different mathematical functions, but
most of works concludes that the exponential model fits better to the real energy
demand of the country [12]. Furthermore, in this paper we focus on estimating
the energy demand of Spain, where the best results have been found by using
the exponential model [13]. For that reason, our algorithmic proposal is intended
to optimize this model.

The exponential function to estimate the energy demand E (t) for a given year
t is defined based on the values X; of the considered macroeconomic variables
in the previous year ¢ — 1. In mathematical terms,
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where €, a; and (3; are the parameters that need to be fitted in order to improve
the energy demand prediction. Specifically, € represents a bias in order to obtain
a better fit, while oy, §; represent the weight of the macroeconomic variable X;.

Unlike the original model [13], we do not fix the macroeconomic variables
that are included in the model. Therefore, this model requires two different
optimizations: (i) select the best subset of macroeconomic variables, and (ii)
find the best values for the model parameters.

A solution M for the problem is given by both the subset of macroeconomic
variables and the values for the parameters of the model. Let us define X* as the
set of all available macroeconomic variables. The solution is divided in two well-
differenced sets: X = {X1,X,,} € X* for the selected macroeconomic variables
and W ={e,a1,...,am,01,...,Bm} for the bias and variable weights.

For the sake of clarity, we describe the evaluation of an example solution
by using the proposed representation. We consider the solution M = (X, W),
with X = {ME1, ME3, ME/} and W = {4.1,0.4,0.1,0.2,-0.05,0.3, —0.1}. In
this solution, we have selected the macroeconomic variables X; = MFE1, X, =
MES3, X3 = ME/, where each one (ME1, ME3, MEJ) represents a different
value (i.e., GDP, import and export size, etc.). In order to estimate the energy
demand for a given year t, we first need to obtain the variable values for the
previous year t — 1. For this example, we set X; = 0.1,Xs = 04, X35 = 0.2.
Notice that for each variable X; (see for instance a; = 0.4, 3; = 0.1 for X;) we
provide a pair of coefficients «y, 8;, plus the first bias coefficient ¢ (4.1 in the
example).

The estimation of the energy demand for the current year is performed as
follows:

Et)=c+or-X1(t— 1) 4 ag- Xo(t — 1) 4+ ag - X3t — 1)%
—414+04-01%1402.04790 1 3.02701!
=498

Each solution is evaluated using an objective function to analyze the simi-
larity of the solution when compared with the real energy demand. In this work
we minimize the mean squared error (MSE) between prediction and real value.
The MSE is defined as follows:

n . 2
FM) =3 (BG) - BG))
j=1
where n is the number of samples used to test the quality of the solution. We
use the same error measure previously considered in the related works [1,13] in
order to ease the comparison among different proposals. Therefore, the objective
is to find the solution M* with the minimum f-value. In mathematical terms,

M* = arg min f(M)

MeM

where M is the set of all possible solutions for the problem.
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It is worth mentioning that all variable values and parameters are normalized
in a traditional manner. Specifically, the value of each macroeconomic variable
and each a, 3 parameter is normalized in the range [—1, 1]. However, the bias
parameter considers a larger range [—5, 5], as recommended in previous works
[13], in order to obtain better results.

3 Variable Neighborhood Search

Variable Neighborhood Search (VNS) is a metaheuristic framework designed for
solving hard optimization problems. VNS relies on systematic changes of neigh-
borhood structures for finding high quality solutions, without guaranteeing their
optimality. Several VNS strategies have been proposed during the study of this
metaheuristic. Specifically, we can emphasize Variable Neighborhood Descent
(VND), Reduced VNS (RVNS), Basic VNS (BVNS), Skewed VNS (SVNS), Gen-
eral VNS (GVNS), Variable Neighborhood Decomposition Search (VNDS), and
Variable Formulation Search (VFS) among others (see [6] for a thoroughly review
of the metaheuristic and its variants). This methodology has lead to several suc-
cessfull research in recent years [3,10,11].

This paper is focused on the Basic VNS (BVNS) variant, which combines
deterministic and stochastic changes of neighborhood during the search. Algo-
rithm 1 shows the pseudocode of BVNS. The algorithm requires two parameters:
an initial solution M and the maximum number of iterations. The procedure
starts by exploring the neighborhoods from the first one (step 1). For each neigh-
borhood, it randomly perturbs the current solution (step 4), with the shake pro-
cedure described in Sect. 3.1. Then, the perturbed solution is improved with the
local search method presented in Sect.3.2 (step 5). Finally, BVNS selects the
next neighborhood to be explored (step 6). Specifically, if the search has found
a new best solution, i.e., f(M") < f(M), the method starts again from the
first neighborhood (k = 1). Otherwise, it continues with the next neighborhood
(k = k+1). These three steps are repeated until the maximum predefined neigh-
borhood kp,ax is reached (steps 3—7). The VNS framework usually considers two
different stopping criterion: time horizon or number of iterations. In this work
the algorithm is executed a fixed number of iterations (steps 1-8).

Algorithm 1. Basic VNS(M, iterations)
1: for i € 1...iterations do
2: k1
while k& < kpax do
M’ — Shake(M, k)
M" «— LocalSearch(M’)
k « NeighborhoodChange(M, M" k)
end while
end for
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The initial solution for the BVNS algorithm can be generated either with
a specific constructive procedure or with a random method. We have decided
to use a random procedure since we do not have a priori information about
the problem that can be useful during the constructive phase. Therefore, for
the initial solution we select a subset of macroeconomic variables (each one is
selected with a probability of 0.5). Then, we select a random bias in the range
[-5,5] and, for each variable, random values for its o and  parameters. The
resulting solution (improved with the local search method) is used as the initial
solution for the BVNS algorithm.

The representation of the solution selected splits it into two parts: the vari-
ables selected and the associated weights. Regarding the BVNS algorithm, each
of the main procedures are devoted to modify a different part of the solution. In
particular, the shake procedure focuses in the selected variables, while the local
search method is intended to improve the values of their €, @ and § parameters.

3.1 Shake

In the context of VNS, the shake procedure consists of perturbing the incum-
bent solution in the corresponding neighborhood in order to diversify the search.
Regarding the energy demand estimation problem, the shake procedure is
intended to modify the macroeconomic variables selected in the solution. Given a
solution M, X represents the set of selected macroeconomic variables (X C X*).
The current neighborhood k represents the perturbation size.

The shake procedure selects k variables from X* at random. Then, for each
selected macroeconomic variable X;, the method includes it in the solution (X «—
X U{X;}) if it is not yet included (X; ¢ X). Otherwise (X; € X) the shake
procedure removes that variable from the solution (X «— X \ {X;}).

M M
Shake(M, 3)

Fig. 1. Example of performing the shake procedure in a solution M with k = 3.

Figure 1 represents the shake procedure executed over a solution M where the
macroeconomic variables selected are represented in with solid black color. Before
executing the shake procedure, M includes the variables 2, 4, and 5. Since the
neighborhood in the example is 3, the method selects three variables at random
(1, 2 and 4, highlighted with an arrow). The first variable selected, is included
in the new solution M’, since it did not originally belong to M. Variables 2 and
4 are removed from the new solution M’ since they were already included in
M. Therefore, the resulting solution after executing the shake procedure only
contains variables 1 and 5.
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3.2 Local Search

Unlike the shake procedure, the local search procedure proposed in this paper
is intended to improve a solution by modifying the value of the bias and the
weights associated to each macroeconomic variable. Since these values belong to
the real domain (i.e., {€,a;, 5;} € R,Vi € 1...|X]), the local search considers
global optimization techniques. One of the most extended strategy for improving
solutions in global optimization is the Line Search method, which has lead to
several successful works in the recent years [2].

The Line Search method iterates over every parameter of the solution (includ-
ing €, and ), trying to improve the quality of the solution by modifying one
parameter at a time.

The improvement of a parameter w € {e¢,a1...qx},51,...,0x|} whose
available range is [MIN, MAX] starts by performing a discretization of the search
space in h different points. Then, the method iterates over each generated point,
assigning its value to the current weight, and evaluating the resulting solution.
If the new solution outperforms the previous best one, it is updated, and the
search starts again.

MIN MIN +2- (MAX — MIN)/h MIN +4- (MAX - MIN)/h ~ MAX
1 Il 1 Il ]
1

T T T T
MIN +1-(MAX — MIN)/h MIN +3- (MAX — MIN)/h

Fig. 2. Discretization of the search space with h =5

Figure 2 shows the discretization of the search space for a parameter w in the
range [MIN, MAX]. Since w belongs to the real domain, the search would need
to explore infinite points in order to perform an exhaustive search for the best
value. Let h be a parameter of the Line Search method. The algorithm generates
h different values uniformly distributed through the variable domain. Therefore,
in order to generate h discrete values, the gap between each pair of consecutive
values is evaluated as (MAX — MIN)/h.

The search then traverses the set of values generated following a random
order. If the method finds an improvement in a given value, then it is updated
in the solution and the search starts again (first improvement strategy). Once
all values generated have been evaluated without finding an improvement (local
optimum), the search continues with the next parameters of the solution. It is
worth mentioning that the next parameter to be explored is selected at random.
The Line Search method ends when no improvement is found in any parameter,
returning the best solution found during the search.

4 Computational Experiments

The problem addressed in this paper is completely focused in solving an actual
problem. Therefore, the data used in the experiments needs to be real, in order
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to analyze the applicability of the proposed algorithm to real-world data, which
often include high level of noise. In particular, we have used the same data
used in a previous work [13], related with the energy demand estimation in
Spain. Specifically, the data contains information about several macroeconomic
variables that were analyzed from 1980 to 2011.

For each year, the dataset contains information about 14 different macroeco-
nomic variables, namely: Gross Domestic Product (GDP), population, export,
import, energy production (kilotonne of oil equivalent, kTOE), electricity power
transport (kW /h), electricity production (kW /h), GDP per unit of energy use,
energy imports net (% of use), fossil fuel consumption (kW /h), electric power
consumption (kW/h), CO2 total emissions (Mtons), unemployment rate, and
diesel consumption in road (kTOE).

The data have been split in two different sets in order to avoid overtraining.
The training set contains data for 15 years, while the test set contains data for the
remaining 16 years. Both sets have been generated at random, but considering
the years related with the economic crisis (2010 and 2011) in the test set, with
the aim of analyzing if the algorithm is able to predict these behaviors. It is
worth mentioning that we have considered the same error measure, MSE, for
the preliminary experimentation, in order to have comparable results.

Both, VNS (feature selection) and ELM (training) are executed only once.
After that, a decision maker will only need to feed the trained algorithm in order
to immediately obtain the energy demand prediction associated to the input data
used, without requiring computing time. The computing time for training is 10s
per VNS iteration and 5s for ELM.

The main objective of the first experiment is to select the best parameters for
the BVNS algorithm proposed. In particular, it requires two different parameters:
the number of iterations and the maximum neighborhood number to explore
(kmax)- Notice that the maximum neighborhood to be explored represents the
maximum number of variations in the macroeconomic variables that will be
performed. On the one hand, it is easy to see that both, quality and computing
time, increase with the number of iterations, so we have selected 25 in order to
maintain reasonable computing times. On the other hand, we have tested the
following values for kpy.x = {2,4,6,10}. Table 1 shows the results obtained for
each variant in terms of the mean squared error obtained in the test set when
considering the parameters selected by the algorithm in the training set. It is
worth mentioning that the h parameter for the Line Search method has been
experimentally set to 1000 during the whole experimentation.

Notice that those macroeconomic variables selected in all variants are high-
lighted in bold, since they seem to be relevant features. In particular, the common
macroeconomic variables are import, energy imports net, and CO5 total emis-
sions. From these results we can extract that kn.x = 4 presents the best results
in terms of MSE, emerging as the best BVNS variant. It can be seen that the
MSE increases with the size of the maximum neighborhood. However, the worst
results are obtained when considering kpya.x = 2, which may reveal that it is a
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small maximum neighborhood to be used in this kind of problems. Therefore,
BVNS with kpnax = 4 is selected for the remaining experiments.

The next experiment is intended to compare the results obtained by our pro-
posal when compared with the best previous works. Table2 shows the results
obtained by our BVNS compared with a Harmony Search algorithm isolated (HS)
and combined (HS+ELM) with a neural network [13], and, finally, a Genetic
Algorithm (GA) [1]. The bad performance of Genetic Algorithm can be par-
tially motivated by its design, in which the algorithm is only able to consider
4 joint macroeconomic variables. The remaining algorithms are more versatile,
since they consider a variable number of macroeconomic variables, increasing
the explored region of the search space. We can also see an improvement of
0.20% in HS+ELM with respect to HLM isolated, which reveals the relevance
of the neural network in the algorithm. Finally, our BVNS emerges as the best
algorithm, improving the combination of HS with ELM.

The final experiment is intended to test how the best results obtained by
BVNS fit with the real energy demand values for each year available in the
dataset. Figure 3 presents these results in a line graph where the x-axis represents
the year evaluated and the y-axis indicates the total energy demand, measured
in kilotonne of oil equivalent (kTOE). The line with triangle markers for each
year represents the real measure, while the one with rectangle markers represents
the estimation given by BVNS.

Table 1. Performance of BVNS with the proposed values of kmax. Common features
selected in all cases are highlighted in bold font.

kmax | MSE (%) | Selected variables

2 1340 (4,7,9, 11, 13, 14}

4 210 (3, 4,8,9, 11, 13}

6 259 (1,3, 4,5 8,09, 11}

10 | 2.86 (2,3,4,6,7,9, 11, 12}

Table 2. Results obtained by BVNS when compared with the best previous algorithms:
Harmony Search (HS), Harmony Search with neural network (HS+ELM), and Genetic
Algorithm (GA).

Algorithm | MSE (%) | Selected variables

BVNS 2.10 {3,4,8,9, 11, 13}
HS+ELM | 2.16 {1,2,3,7,8,9, 12}
HS 2.36 {1,2,3,7,8,9, 12}

GA 2.89 {1,2, 3,4}
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Fig. 3. Comparison of the BVNS prediction when compared with the real values

5 Conclusions

This paper has introduced a new metaheuristic algorithm, based on the Variable
Neighborhood Search framework, for estimating the energy demand of a country.
The experiments has been performed using a dataset which contains macroeco-
nomic information about Spain for the last years. The thoroughly experimenta-
tion presented has been used for selecting the best parameters for the algorithms,
as well as for comparing the best results obtained with respect to the actual
energy demand of the years in which the data is available. The obtained results
have shown the superiority of our proposal, reducing the error obtained when
compared to the best previous approach, based on a Harmony Search method.
We do believe that this algorithm can become a precise tool for helping decision
makers.
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Theorem 1. The following properties hold for the family {F=.: a € [0,1]} of
graded entailment relations on F'ms X Fmg induced by a *-similarity relation S

on §2:

(i) Nestedness: if ¢ =4 ¢ and b < a, then ¢ |y
(ii) 1 coincides with =, while = C =, if a < 1. Moreover, if ¢ [~ L, then
¢ [0 @ for any .
(111) Positive-preservation: ¢ =4 ¥ iff o7 Eq T
(iv) *-Transitivity: if ¢ =q ¥ and ¥ =p x then ¢ Eqp X
(v) Left-OR: o V1 |=q X iff ¢ Fa x and ¢ Fq x
(vi) Restricted Right-OR: for allw € 2, W=, @V iff W=y @ or W F=q @
(vii) Restricted symmetry: for all w,w’ € 2, W =4 W' iff W' Fo W
(viii) Consistency preservation: if ¢ = L then ¢ =, L only if a =0
(iz) Continuity from below: If ¢ =4 ¥ for all a < b, then ¢ =y ¢

Conversely, for any family of graded entailment relations {F,: a € [0,1]} on
Fms x F'mg satisfying the above properties, there exists a *-similarity relation
S such that -, = =, for each a € [0,1].

Proof (Sketch). The proof follows the same steps than the one of [4, Theorem 1]
in the case of a classical propositional setting. The key points to take into account
here are:

— it is easy to check that, for any formula ¢ € Fms, @7 is logically equivalent
in L3 to the disjunction

VwEQ:w(Lp):l w.

~ (V)T is logically equivalent to ot Vet
— for every w,w’ € 2, w =, w' iff S(w,w') > a.

For the converse direction, the latter property is used to define the corresponding
similarity S for a family of consequence relations {F,: a € [0,1]} satisfying (i)-
(ix) as S(w,w’) = sup{a € [0,1] | W, w'}. O

Taking into account Lemma4, a sort of dual characterization for =, that
we omit, can easily be derived from the above one for =,. On the other hand,
the above properties also indirectly characterize == in the sense that, in our
finite setting, =, (and thus [=¢ as well) can be derived from =5 as well as the

following lemma shows.

Lemma 5. For any ¢, € Fms, we have that ¢ =, ¥ iff for every w € §2 such
that w(p) = 1 there exists w' € §2 such that w(y) =1 and W == w’'.

Proof. 1t directly follows from properties (iv) and (v) of Theorem 1, by checking
that, for every w € 2, W =5 w' iff W =4 w'.

However, admittedly, the resulting characterization of == we would obtain
using this lemma is not very elegant.
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4 A Logic to Reason About Graded Consequences |=,,
—C and |5

In this section we will define a Boolean (meta) logic LAC3 to reason about
the graded entailments =,, S and |==. The idea is to consider expressions
corresponding to ¢ =4 1, ¢ =S ¥ and ¢ =5 9 as the concerned objects of our
logic, and then to use Theorem 1 to devise a complete axiomatics to capture the
intended meaning of such expressions.

To avoid unnecessary complications, we will make the following assumption:
all #-similarity relations S will take values in a finite set G of [0, 1], containing 0 and
1, and * will be a given finite t-norm operation on G, that is, (G, ) will be a finite
totally ordered semi-group. In this way, we keep our language finitary and avoid
the use of an infinitary inference rule to cope with Property (ix) of Theorem 1.

Our logic will be a two-tired logic, where at a first level we will have formulas
and semantics of the 3-valued Lukasiewicz logic L3 and at the second level we
will have propositional classical logic CPC.

We start by defining the syntax of LAC3, with two languages:

— Language Ly: built from a finite set of propositional variables Var =
{p,q,r,...} and using L3 connectives -, A,V, —. Other derived connectives
are @ and ®, defined as in Sect. 2. We will use T and L as abbreviations for
p — p and ~(p — p) respectively, and p+ and ¢~ as abbreviations of ¢ ® ¢
and (—p)* respectively.

— Language £: atomic formulas of £; are only of the form ¢ = v, where ¢, 1
are Lo-formulas and a € G, and compound £;-formulas are built from atomic
ones with the usual Boolean connectives —, A, V, —.2
Moreover, we will be using ¢ = ¢ and ¢ =, 9 as abbreviations of =) = —¢
and (¢ =2 ) A (¢ =5 1) respectively.

The semantics is given by similarity Kripke models M = (W, S, e) where W
is a finite set of worlds, S : W x W — G is a x-similarity relation, and e :
W x Var — {0, %, 1} is a 3-valued evaluation of propositional variables in every
world, which is extended to arbitrary Lg-formulas using L3 truth-functions. For
every formula ¢ € Lo, we define: [¢]|p : W — {0,1/2,1} such that w — e(w, @),
[o¥In = {w € W [ elw,p) = 1}, and [~ Jar = {w € W | e(w, ) = 0}.

Each similarity Kripke model M = (W, S, e) induces a function ey : £1 —
{0,1}, which is a (Boolean) truth evaluation for £;-formulas defined as follows:

— for atomic L£1-formulas:
6M(¢ %5 1[}) = 1 if [QZ/)JF}M - ([1/}+}M)a, ie., if minwe[d,ﬂM
maXy e[yp+]ar S(’UJ7 w/) > q;
er (¢ = 1) = 0 otherwise.

— for compound formulas, use the usual Boolean truth functions.

2 Although we are using symbols A, V, -, — for both formulas of £y and L1, it will
be clear from the context when they refer to L3z or when they refer to Boolean
connectives.
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Note that, by definition, eys(¢ =S ¥) = 1iff epr(=¢p =F —1p) = 1, and epr(¢ =a
Y)=1iffep(¢ =L ¢) =1 and en(¢p =5 v) = 1.
In the next lemma we list some useful properties of ey;.

Lemma 6. The following conditions hold:

—em(@ -5 ) =1 iff [ ]m S ([0 Im)"
€ME¢ =a ) = Liff [07 ] € ([T ]ar)® and [~ ] € ([0 ]n)®
(

S

m(¢ =1 %) = 1iff [plm []M
—em((p=19) AN (WY =1 9) = 1iff [plu = [Ylu, iff [ ] =

Now we define the notion of logical consequence in LAC3 for £;-formulas.

D
H I

Definition 3. Let T U {®} be a set of Li-formulas. We say that & logically
follows from T, written T Erpacs D, if for every similarity Kripke model M =
(W, Se), if eps(W) =1 for every W € T, then ep(P) =1 as well.

Finally we propose the following axiomatization of LACS3.
Definition 4. The following are the azioms for LAC3:

(A1) Azioms of CPC for L;-formulas

(A2) ¢ =L 1, where ¢, ¢ are such that ¢ =1

(A8) =(T =f— 1)

(A4) (¢ =L ) — (¢ = ), where a < b

(A5) (¢ = ) — (o7 A=t = 1)

(A6) ~(p = L) — (¢ ¢ %)

(A7) (=5 L) = (o= L) o

(A8) =(w ~f L)A(w =F w') — (W' =F w), forw,w' € 2

(A9) (o =L X)AN W =2 x) — (BVY =L x)
(A10) (@ =] oV ) — (@ =] o)V (@ = )
(A11) (¢ =4 YY) A (=7 Xx) = (¢ =Ly X)
(A12) (¢ =L ¥) < (¢T =5 ¢t)

The only rule of LAC3 is modus ponens. The notion of proof defined from the
above axioms and rule will be denoted b ac3.

Finally, we have the following soundness and completeness theorem for LAC3.

Theorem 2. For any set T U {P} of Li-formulas, it holds that T =racs P if,
and only if, T Fracs .

Proof. One direction is soundness, and it basically follows from Theorem 1. As
for the converse direction, assume 7't/ ac3 @. The idea is to consider the graded
expressions ¢ =! 1) as propositional (Boolean) variables that are ruled by the
axioms together with the laws of classical propositional logic CPC. Let I" be
the set of all possible instantiations of axioms (A1)—(A12). Then it implies that
@ does not follow from T'U I' using CPC reasoning, i.e. T U I /opc ®. By
completeness of CPC, there exists a Boolean interpretation v such that v(¥) = 1
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for all ¥ € TUI" and v(P) = 0. Now we will build a *-similarity Kripke model
M such that ep (W) =1 for all ¥ € T and ep (@) = 0. To do that we take 2
and define S : 2 x 2 — G by

S (w,w') = max{a € G | v(w =¥ w’) = 1}.

By axioms (A2), (A8) and (Al1l), S is a *-similarity. Note that, by definition
and Axiom (A4), S(w,w’) > a iff v(w = w’) = 1. Finally we consider the
model M = (£2,5,e), where for each w € 2 and p € Var, e(w,p) = w(p). What
remains is to check that ep(¥) = v(¥) for every LAC3-formula ¥. It suffices to
show that, for every ¢,% € Ly and a € G, we have ey (¢ =L ¢) = v(¢ =L ),
that is, to prove that

P : : /
v(p > =1 iff min max S(w,w’) > a.
(¢ -0 ¥) pin | max (w, w')
First of all, recall that for every ¢, L3 proves the equivalence ¢ « V¢ Qw(
w, and by axioms (A12), (A9) and (A10), we have that LAC3 proves

¢ =5 - /\ \/ w =T,
weR:w(p)=1 w'e2:w’(¢)=1
Therefore, v(¢ =L 1) = 1 iff for all w in 2 such that w(¢) = 1, there exists
w’ such that w'(¢)) = 1 and v(w = w’) = 1. But, as we have previously
observed, v(w = w’) = 1 holds iff S(w,w’) > a. In other words, we actually
have v(¢ =L ¢) = 1 iff min,e(4+),, Max, e+, S(w,w') > a. This concludes
the proof. O

)=1

5 Conclusions and Future Work

We have presented an approach towards considering graded entailments between
vague concepts (or propositions) based on the similarity between both the proto-
types and counterexamples of the antecedent and the consequent. This approach
is a natural generalization of the Lukasiewicz’s three-valued consequence (<)
that preserves truth-degrees. The provided axiomatization is for the operators
=P which are based on prototypes only, while the operators >, based on both
prototypes and counterexamples, can be naturally obtained as a derived opera-
tors in the system. To derive a complete axiomatic system directly for the opera-
tors >, is an issue under current investigation. Besides, we leave other interesting
issues for further research. First, in this paper, we have assumed app(w, «) to be a
three-valued concept, and to define =5 from |=, and =¢ we have used a conjunc-
tive aggregation of the two aspects of similarity, similarity among prototypes and
similarity among counterexamples. Another approach could be to let app(w, @)
to admit itself a finer distinction by defining app*(w,a) = S(w,[a]T) © (1 —
S(w, [a7])) with S(w, [a]) = max,c[q+] S(w,w’) and analogusly for S(w, [a~]).
Then the extent to which « entails 3 can be defined based on the relationship
of app* (w, ) and app*(w, B) considering all possible situations w. This direction
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seems to have lots of challenges as ® might not be as simple as a conjunctive oper-
ation; also different notions of consequence can be worth exploring in the line of
[5,6,8].
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