Solving dynamic memory allocation problems in embedded systems with parallel variable neighborhood search strategies
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Abstract

Embedded systems have become an essential part of our lives, thanks to their evolution in the recent years, but the main drawback is their power consumption. This paper is focused on improving the memory allocation of embedded systems to reduce their power consumption. We propose a parallel variable neighborhood search algorithm for the dynamic memory allocation problem, and compare it with the state of the art. Computational results and statistical tests applied show that the proposed algorithm produces significantly better outcomes than the previous algorithm in shorter computing time.
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1 Introduction

Embedded systems have become an essential part of our lives, thanks to their evolution in the recent years, but the main drawback is their power consumption. This paper is focused on improving the memory allocation of embedded systems, which is a problem that have been recently studied. A mixed linear formulation and a variable neighborhood search algorithm for the static version of the problem is proposed in [10]. In [9], the authors focused on the dynamic memory allocation problem in embedded systems. In this paper, we propose a parallel variable neighborhood search algorithm for the dynamic memory allocation problem, and compare it with the state of the art.

The memory architecture used for testing the proposal is quite similar to the one present in a TI C6201 device [6] but can be adapted to many other devices. The memory is divided into \( m \) different memory banks where each one can store up to \( c_j \) kilobytes (kB). The memory scheme also presents an external memory \((m + 1)\), whose capacity is large enough to be considered unlimited. However, the access to that external memory is slower than the access to the rest of memory banks. In particular, we need \( q \) milliseconds to access data structures placed in a memory bank, and \( p \cdot q \) milliseconds to access the external memory.

Each program to be executed in the device uses a set of \( n \) data structures, each one with a different size \( s_i \), with \( 1 \leq i \leq n \). The program is split in \( T \) time intervals, in such a way that for each \( t \in T \) the program executes a set of operations \((A_t)\) where each one \( a \in A_t \) needs to access to one or two data structures. The processor allows simultaneous access to data structures located in different memory banks (in a specific time interval). Having defined the structure of the program and the memory architecture, we need to analyze the time needed by the processor to execute a program.

A solution for the dynamic memory allocation problem (DMAP) consists of the state of the memory in each time interval, with all the data structures placed in one of the memory banks or in the external memory. We define \( b(i, t) \) as the function that finds the memory bank of interval \( t \) in which the data structure \( i \) is located. Then, the objective function value (DMAP-value) for a solution is computed as the sum of the move and access costs for all the
data structures and operations in each time interval. Specifically, the move cost for a data structure $i$ in a time interval $t$ is computed as follows:

$$MoveCost(i) = \begin{cases} 0 & \text{if } b(i, t - 1) = b(i, t) \\ l \cdot s_i & \text{if } b(i, t - 1) \neq b(i, t) \neq m + 1 \\ v \cdot s_i & \text{otherwise} \end{cases}$$

where $l$ denotes the milliseconds needed to move a kilobyte between memory banks and $v$ represents the milliseconds needed to move a kilobyte between the external memory and a memory bank.

Each operation $a$ for an interval $t$ is a 3-tuple: the two data structures involved in the operation $(a_1, a_2)$ and the cost of the operation, $a_{\text{cost}}$. So we can define the cost of accessing to the corresponding data structures as follows:

$$AccessCost(a) = \begin{cases} a_{\text{cost}} & \text{if } b(a_1, t) \neq b(a_2, t) \neq m + 1 \\ 2 \cdot a_{\text{cost}} & \text{if } b(a_1, t) = b(a_2, t) \neq m + 1 \\ 2 \cdot p \cdot a_{\text{cost}} & \text{if } b(a_1, t) = b(a_2, t) = m + 1 \\ p \cdot a_{\text{cost}} & \text{otherwise} \end{cases}$$

where $p$ is a penalization access factor for data structures placed in the external memory. The first case considers that both data structures are in different memory bank (but not in the external memory), so they can be accessed parallely. The second case identifies the situation where data structures are in the same memory bank and therefore they must be sequentially accessed (two access). The third and fourth cases are variations of the first and second one where at least one of the data structures are located in the external memory (which involves a penalization $p$).

With these definitions, the DMAP-value of a solution $S$ for a program with $n$ data structures and a set of operations $A_t$ for each time interval $t \in T$ can be computed as: $\text{DMAP}(S) = \sum_{t \in T} \left( \sum_{s \in n} MoveCost(s) + \sum_{a \in A_t} AccessCost(a) \right)$

The rest of the paper is organized as follows. Section 2 presents our algorithmic approach based on the variable neighborhood search framework, including the description of the shake procedure (Section 2.1) and the proposed local search method (Section 2.2). Section 3 reports the computational experience performed to validate the proposed algorithm. Finally, Section 4 summarizes the main conclusions of our research.
2 Parallel Variable Neighborhood Search

Variable neighborhood search (VNS) is a metaheuristic for solving optimization problems based on systematic changes of neighborhood structures, without guaranteeing the solution’s optimality. In recent years, a large variety of VNS strategies have been proposed. Some of the most relevant variants are reduced VNS, variable neighborhood descent (VND), basic VNS, skewed VNS, general VNS, or variable neighborhood decomposition search, among others (see [5] for a complete review of the methodology, and [2,7,8] for some example of successful research in VNS). The parallelization of VNS has been recently studied and successfully applied to some problems in the literature (see for instance the $p$-median problem [4] or the cutwidth minimization problem [3]). Authors in [4] propose several parallelizations for the VNS metaheuristic: Synchronous Parallel VNS, Replicated Parallel VNS, Replicated Shaking Parallel VNS and Cooperative Neighborhood VNS. In this paper we focus on the Synchronous Parallel VNS (SPVNS) variant, which is intended for the parallelization of the local search method in the sequential VNS.

There are different technologies to implement parallel algorithms, which are usually programming language dependent. All the algorithms in this paper have been implemented in Java, so we have selected Java threads as parallelization technology. Java threads allow us to take advantage of the architecture of the computer by executing the algorithms simultaneously in different processors, launching one or more threads (independent executions) in each processor.

Algorithm 1 shows the pseudo-code of the SPVNS method proposed. We use a multi-start scheme, since the initial solution is generated at random, so we can start exploring from different points of the solution space in each iteration. SPVNS receives two input arguments: the maximum neighborhood to be explored, $k_{\text{max}}$, and the maximum number of iterations for the multi-start scheme, $\text{iters}$. Firstly, the algorithm checks the available processors (step 2). Then, SPVNS performs the indicated iterations (steps 3-16). Each iteration is an independent sequential run of the simple SPVNS. The first step is the generation of a random initial solution (step 4) and the selection of the first neighborhood (step 5). Then, the method iterates over all neighborhoods until reaching the maximum neighborhood allowed (steps 6-14). For each iteration, the algorithm perturbs the solution (step 7), and then it proceeds with the parallel local search method. For each processor, SPVNS establishes the region that the local search will improve and starts the corresponding thread (step 10). Notice that steps 9-11 are executed in parallel, so the main
Algorithm 1 SPVNS($k_{\text{max}}, \text{iters}$)

1: $S^* \leftarrow \emptyset$
2: $P \leftarrow \text{AvailableProcessors}()$
3: \textbf{for} $i \in \text{iters}$ \textbf{do}
4: \hspace{1em} $S \leftarrow \text{RandomSolution}()$
5: \hspace{1em} $k \leftarrow 1$
6: \hspace{1em} \textbf{while} $k < k_{\text{max}}$ \textbf{do}
7: \hspace{2em} $S' \leftarrow \text{Shake}(S)$
8: \hspace{2em} $S'' \leftarrow S'$
9: \hspace{2em} \textbf{for} $p \in P$ \textbf{do}
10: \hspace{3em} $\text{LS}_{\text{parallel}}(S'', p)$
11: \hspace{2em} \textbf{end for}
12: \hspace{2em} $\text{Synchronize}()$
13: \hspace{2em} $k \leftarrow \text{NeighborhoodChange}(S, S'', k)$
14: \hspace{2em} \textbf{end while}
15: \hspace{1em} $\text{Update}(S'', S)$
16: \textbf{end for}
17: \textbf{return} $S^*$

The algorithm waits in step 12 until all the processors have finished. Finally, the algorithm updates the best solution found if necessary (step 15). Once all the iterations have finished, the algorithm ends, returning the best solution found (step 17).

2.1 Shake

The main aim of a shake procedure in the VNS context is the diversification of the search to escape from local optima. The shake procedure proposed in this paper traverses the memory through each time interval, generating a new solution in a neighborhood $k$ by perturbing the original solution. We define the move for a data structure $i$ in a time interval $t$ as $\text{Move}(i, t, j)$, where $1 \leq j \leq m + 1$ indicates the bank where the data structure will be placed. Note that the method will only accept feasible moves. In particular, a data structure will only be moved to a memory bank with enough free space for storing it. The proposed shake method iterates over all time intervals $t \in T$ selecting $k$ data structures at random and moving them to a random memory bank in which there is enough free space for the data structure.
2.2 Parallel local search

The parallel local search proposed in this paper is designed to make the most of the computer architecture, by balancing load among the available processors in the computer. This is conducted by following a divide and conquer strategy. In particular, if the computer has \( P \) available processors and the instance that we are solving has \( T \) time intervals, then each processor is focused on improving a total of \( T/P \) periods. Then, the first processor will improve the periods in the range \([1, T/P]\), the second one periods in range \([T/P + 1, 2 \times (T/P)]\), and so on. In general, the processor \( p \in \{1, \ldots, P\} \) will improve periods in the range \([ (p - 1) \times (T/P), p \times (T/P) ]\). Then, the corresponding partial local search improves each time period of its designated interval as follows.

The first step in each time interval consists of ordering the data structures in descending order according to its contribution to the objective function value. The contribution \( \Delta_{\text{DMAP}}(S, i, t) \) of a data structure \( i \) in a time interval \( t \) in a solution \( S \) can be defined as the sum of the move cost for that data structure plus the access cost of each operation in which the data structure is involved in that time interval. More formally,

\[
\Delta_{\text{DMAP}}(S, i, t) = \text{MoveCost}(i) + \sum_{a \in A_t} \text{AccessCost}(a)
\]

Then, each partial local search traverses the ordered data structures finding the best bank in which it can be moved. The selection of the best bank is performed by checking the change in the objective function value for moving the data structure to each bank \( j \in \{1, \ldots, m + 1\} \). The improvement moves produce solutions with lower objective function value, so each data structure is moved to the bank which produces the lowest DMAP-value (as described in Section 2.1). The method stops when no improvement move is found after traversing all data structures in each time interval.

3 Computational experiments

This section reports the computational experiments that we have performed for testing the effectiveness and efficiency of the proposed SPVNS algorithm compared to the best algorithm found in the state of the art. The algorithms have been developed in Java SE 7 and all the experiments were conducted on an Intel Core i7 920 CPU (2.67 GHz) and 8GB RAM. The testbed used for testing the algorithm is the same set of 44 instances used in the algorithms of the state of the art (see [9] for a detailed description of the instances).
Firstly, we have conducted a preliminary experimentation with 8 of the most representative instances to find the best $k_{\text{max}}$ parameter value. Specifically, we have tested the following values: $0.10n$, $0.25n$, and $0.50n$, $n$ being the number of data structures. The best $k_{\text{max}}$ found have been $0.50n$, so it has been used for the final comparison.

<table>
<thead>
<tr>
<th></th>
<th>Avg.</th>
<th>Time (s)</th>
<th>Dev. (%)</th>
<th>#Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRASP+EC</td>
<td>1060597.74</td>
<td>130.55</td>
<td>5.58</td>
<td>12</td>
</tr>
<tr>
<td>SPVNS</td>
<td>1015325.49</td>
<td>32.32</td>
<td>3.49</td>
<td>36</td>
</tr>
</tbody>
</table>

Table 1
Comparison of GRASP+EC and SPVNS

Table 1 shows the comparison of the proposed algorithm, SPVNS, and the best previous algorithm found in the literature, GRASP+EC [9], reporting the following statistics: Avg., the average objective function value; Time (s), the average computing time measured in seconds; Dev. (%), the average percentage deviation with respect to the best solution found; and #Best, the number of times that a method matches the best known solution. The results show that the proposed algorithm produces better outcomes in all the metrics analyzed. Specifically, SPVNS obtains a lower average objective function value and a deviation 5% lower than the previous method by requiring three times less computing time. In addition, SPVNS obtains 36 out of 44 best solutions, while GRASP+EC is only able to reach 12 best solutions. These results are confirmed with the Wilcoxon signed statistical test, which presents an associated $p$-value lower than 0.001.

4 Conclusions

In this work we have proposed a parallel variable neighborhood search algorithm for solving the dynamic memory allocation problem (DMAP). The parallel strategy used has been the synchronous parallel VNS (SPVNS), which is focused on the parallelization of the local search method. We also include a shake procedure that perturbs a solution of the DMAP problem randomly to escape from local optima. In addition, we have proposed a new parallel local search for the DMAP that reduces the computing time needed to improve a solution by concurrently improving different regions of a solution. The experiments, supported by the Wilcoxon signed test, show that SPVNS clearly outperforms the best algorithm found in the literature, becoming the state of
the art for the DMAP.
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