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Abstract

Social networks are in continuous evolution, and its spreading has attracted the interest of both practitioners and the scientific
community. In the last decades, several new interesting problems have aroused in the context of social networks, mainly
due to an overabundance of information, usually named as infodemic. This problem emerges in several areas, such as viral
marketing, disease prediction and prevention, and misinformation, among others. Then, it is interesting to identify the most
influential users in a network to analyze the information transmitted, resulting in Social Influence Maximization (SIM) prob-
lems. In this research, the Budget Influence Maximization Problem (BIMP) is tackled. BIMP proposes a realistic scenario
where the cost of selecting each node is different. This is modeled by having a budget that can be spent to select the users of
a network, where each user has an associated cost. Since BIMP is a hard optimization problem, a metaheuristic algorithm

based on Greedy Randomized Adaptive Search (GRASP) framework is proposed.

Keywords Information systems - Social networks - Budget Influence maximization - Viral marketing - GRASP

1 Introduction

The continuous growth of social networks is increasing the
data generated by active users exponentially in such a way
that problems related to social networks are becoming a chal-
lenging task for traditional algorithms. A Social Network
(SN) is defined as a set of social interactions among users
with the aim of transmitting ideas, propagation of diseases,
misinformation detection, or viral marketing, among others
(see Reza et al. 2014; Barabasi and Posfai 2016; Bello-Orgaz
et al. 2017; Chen et al. 2020; Tretiakov et al. 2022).

The massive information available nowadays hinders the
task of differentiating real from false information. Most of
the research related to detecting fake news and misinforma-
tion are based on the analysis of the publication content and
context-oriented methods, mainly tackled from the Natural
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Language Processing area. This research is focused on iden-
tifying the most influential users in a Social Network, which
may help the algorithms to identify if the source of a piece
of information has credibility or not (Noguera-Vivo et al.
2023).

Traditionally, an SN is represented by a graph G = (V, E),
where the users are modeled as the set of nodes V and the
relation between two users u, v € V is modeled as an edge
(u,v) € E. If there is a relation between two users, then
information can be transmitted between them, following
one of the Influence Diffusion Models (IDM) which will be
described in Sect. 3. Since information can be transmitted
in several ways depending on the social network analyzed,
or the nature of the relations, Kempe et al. (2003) proposed
two different models of information spreading, which have
led to a wide variety of new models in the last years.

This paper is intended to deal with a problem in the fam-
ily of Social Influence Maximization (SIM). It is assumed
that if in an SN there exists a relation between two users,
then the information can be transmitted from one to another.
Without loss of generality, the objective of each variant of
SIM is to find a set S of users to start the diffusion of infor-
mation with the aim of maximizing the scope of the informa-
tion in terms of the number of users influenced. In the con-
text of infodemics, identifying these users will allow other
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algorithms to elucidate if it is relevant to analyze the veracity
of the information due to the capacity to spread of the user.

The most common variant is named as Social Network
Influence Maximization Problem (SNIMP). The objective in
this problem is to select a set of k nodes, with k < n, in such
a way that the number of nodes in the network which are
influenced is maximum. This problem has been widely stud-
ied in the literature (see Gong et al. 2016; Lozano-Osorio
et al. 2021).

However, this variant is not even close to the real SN
behavior. In particular, if a company is trying to spread
information of their product through the network, the cost
of selecting one or another user is not uniform, i.e., some
users, which are usually known as influencers, will require a
larger budget to be selected than any other anonymous user.
The rationale behind this is that the influencer guarantees a
larger spreading of the information than the anonymous user.

This paper deals with the Budgeted Influence Maximi-
zation Problem (BIMP), originally defined in Nguyen and
Zheng (2013), which, instead of selecting a fixed number
of initial users, allows us to invest a certain budget in users
of the SN, considering that the cost of selecting users is not
uniform. Notice that this variant is closer to real SN than
SNIMP. In BIMP, the traditional model of SN is still con-
sidered, defining a network as a graph G = (V, E), where Vis
the set of users and E the set of relations among them. How-
ever, a function C : V — Z*% is introduced, which assign a
non-uniform positive integer cost to every user of the net-
work. Additionally, an initial budget B is given, which is the
maximum investment that can be used to select nodes. Each
selected node u will decrease the available budget in C(u)
units. Then, the BIMP consists of selecting a set of seed
nodes S* that maximizes the information diffusion through-
out the network without exceeding the given budget B. More
formally,

S* « argmax IDM(G, S) : Z Cu) < B
sess ies

where SS represents all possible combinations of seed sets
that can be generated, and IDM is one of the Influence Dif-
fusion Models presented in Sect. 3.

The large amount of data and interest in SN have aroused
the interest of both the scientific community and companies
in considering BIMP for optimizing the spreading process
of a certain message, product, or idea to clients. Marketing
agencies like BrandWatch (see Hayes et al. 2021) use this
approach when their customers need a commercial campaign
based on a certain budget to determine the most effective
users to initialize the campaign. Last years, a wide vari-
ety of works related to infodemics are focused on pandemic
prediction and vaccination discussions (Chen et al. 2020;
Bello-Orgaz et al. 2017). The results on BIMP will be able
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to identify the most influential users in this context, with the
aim of validating their credibility when spreading informa-
tion and their scope.

In the original definition of BIMP (Nguyen and Zheng
2013), an approximation algorithm is presented which guar-
antees an approximation ratio of 1 — 1/\/2 is presented.
Additionally, they proposed a directed acyclic graph-based
heuristic for this problem. This problem has been widely
studied mainly due to its practical applications. We refer
the reader to Sect. 2 for a detailed review of the literature
about BIMP. The main contributions of this research are the
following:

— A solution framework based on the Greedy Randomized
Adaptive Search Procedure methodology.

— A novel efficient and effective heuristic for selecting the
seed set in the constructive phase. This heuristic is exper-
imentally compared with the best previous approaches to
show its contribution.

— Three influence diffusion models are tested, instead of
just one IDM as in the previous research, showing the
robustness of the proposal.

— A scalable algorithm for solving BIMP. Since SNs
are exponentially growing, it is necessary to provide a
highly-scalable algorithm able to deal with eventually
large SNs.

— A comparison of the proposed algorithm with the best
methods found in the literature using three publicly avail-
able social network datasets which were originally con-
sidered in previous works.

— Areal-life instance directly related to infodemics is gen-
erated based on tweets retrieved from the publicly avail-
able dataset called Tweetsets in the area of Healthcare.

— A public repository' with the developed code to ease fur-
ther comparisons.

The remainder of the work is structured as follows. Sec-
tion 2 reviews the related literature, detailing the differ-
ent approaches followed to deal with different problems
derived from SIM. Then, Sect. 3 introduces the most
extended IDMs in the literature, which are also used in this
research. The proposed approach is described in Sect. 4,
where Sect. 4.1 presents the construction method to pro-
vide high-quality initial solutions, and Sect. 4.2 describes
the proposed local search to find local optima with respect
to a given neighborhood structure. Section 5 presents the
experimental results considering a public dataset which
has been previously used for this task in order to have a fair
comparison, divided into preliminary experiments, which
are devoted to adjust the search parameters (Sect. 5.1),
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and final experiments, with the aim of performing a com-
petitive testing to evaluate the quality of the proposal
(Sect. 5.2). An infodemic case study is developed based
on Healthcare tweets in Sect. 5.3. Finally, Sect. 6 draws
some conclusions derived from this research.

2 Literature review

The problem of selecting target nodes in SNs to spread
information was introduced by Richardson et al. (2003)
proposing the first problem formulation. Kempe et al.
(2003) presented a heuristic approach to solve the SNIMP,
and in Kempe et al. (2015) proved that SNIMP is NP
-hard.

Nguyen and Zheng (2013), formally defined the BIMP
inspired by SNIMP, showing its A/P-hardness based on
SNIMP. They developed an approximation algorithm which
guarantees an approximation ratio of 1 — 1/ \/E , being e the
base of the natural logarithm. Most of the heuristic propos-
als for BIMP are inspired by the original algorithms for
SNIMP, mainly due to its similarities and the computational
effort required to evaluate the IDM. Kempe et al. (2003)
presented several greedy heuristics with an approximation
of 1 — 1/e — €, where € is any positive real number. When
the considered greedy function of the heuristic is the degree
of the node, the algorithm is called high-degree heuristic.
Based on the node degree idea, Chen et al. (2010) proposed
a new greedy function to optimize the high-degree heuris-
tic, such as the greedy selection function considering the
redundancy between likely influenced nodes, but discarding
those reached by the already selected seed nodes, in order to
provide a better estimation of the total spread.

Han et al. (2014) proposed a set of heuristics for optimiz-
ing BIMP by considering influential nodes and cost-effective
nodes to increase both accuracy and effectiveness. Later on,
Guney et al. (2015) proposed a sample average approxima-
tion method for BIMP, which is able to reach almost near
optimal solutions.

Banerjee et al. (2020) published the latest survey in SIM,
becoming one of the most relevant research works in the
area of influence maximization problems. The algorithm
named ComBIM proposed by Banerjee et al. (2019) is con-
sidered the state of the art for BIMP. ComBIM provides a
community-based solution that provides the best results in
the literature as far as our knowledge, so it will be consid-
ered as the algorithm to benchmark our proposal. Recently,

Lozano-Osorio et al. (2021) proposed a new heuristic
method for selecting the seed set in the context of SNIMP.
This work adapts this heuristic with the aim of evaluating
the performance of the proposal over a different variant of
the same family of problems.

3 Influence diffusion model

The evaluation of the influence of a given seed set S over
a network G requires the definition of an Influence Diffu-
sion Model (IDM). An IDM is responsible for deciding
which nodes are affected or influenced by the informa-
tion received from their neighbors in the SN. The most
extended IDMs in the literature are: Independent Cascade
Model (ICM) (see Kempe et al. 2003; Goyal et al. 2011),
Weighted Cascade Model (WCM) (see Kempe et al. 2003),
and Tri-Valency Model (TV) (see Granovetter 1978). All
of them are based on assigning an influence probability to
each relational link in the SN, since a relation in a network
does not necessarily implies that a user influence another
one in a certain period of time.

— ICM, which is one of the most used IDMs, considers that
the influence probability is the same for each link.

— WOCM considers that the probability of a user v for being
influenced by user u is proportional to the in-degree of
user v, i.e., the number of users that can eventually influ-
ence user v. Therefore, the probability of influencing user
v is defined as 1/d,,(v), where d,,(v) is the in-degree of
user v.

— TV select the edge probability randomly from the set of
probabilities (1%, 0.1%, 0.001%).

Following the recommendations of the literature and,
more specifically, the state of the art for BIMP, the three
aforementioned IDMs are evaluated in this work. The only
IDM that requires for an input parameter is [CM, where
the probability values are set to 1% and 2%, as stated in
Banerjee et al. (2019).

Due to the probabilistic nature of the IDM, the most
extended way of evaluating the spread is by conducting
a Monte Carlo simulation (MC). However, even a single
iteration of the simulation model is rather time-consuming
when considering large graphs derived from SN. Algo-
rithm 1 shows the pseudocode of the Monte Carlo simula-
tion used to evaluate the spread of information through
an SN named G given a certain seed set S. Specifically, it
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receives four input parameters: the graph which models
the SN, G; a solution, S; the IDM used to select the diffu-
sion probability of a node to be influenced, IDM; and the
number of repetitions r performed to avoid the impact of
randomness.

Algorithm 1 MC(G = (V, E), S, IDM, )

1: 1+ 0

2: foriel...r do

3: A* «— S

4 A+ S

5 while A # 0 do

6: D« 0

7 for v € A do

8: for (u,v) € E do

9: if rnd(0,1) < IDM(u) then
10: D+ DuU{u}
11: end if

12: end for

13: end for

14: A+ D\ A*

15: A* +— A*UD

16: end while
17 I« I+ |A%|
18: end for

19: return I/r

The algorithm starts by initializing the total number
of infected users (step 1). Then, the algorithm performs
a number of predefined simulations r (steps 2—18), find-
ing in each iteration which are the influenced nodes start-
ing from the given seed set S. Initially, the set of nodes A*
reached by the initial seed set, S, is actually the seed set
(step 3). Then, the method iterates until no new nodes are
influenced (steps 5—16). In each iteration of the inner for-
loop, the method evaluates the IDM for each node directly
related to a recently influenced node (steps 8—12). For each
neighbor, a random number is generated. If this number
is smaller than the probability of infection p that is deter-
mined by the IDM used, then it is considered that the neigh-
bor becomes infected (steps 9—-11). At the end, the set of
the nodes infected in the previous iteration (step 14) that
are not just analyzed as well as infected nodes is updated
(step 15). Finally, the algorithm returns the average number
of infected nodes among all simulations performed (step 19).
Notice that this value is considered as the objective function
to be optimized when solving the BIMP or, generally, any
SIM problem. Therefore, the seed set which maximizes the
spread value over the network would compose the optimal
solution to the problem. It is worth mentioning that, as infec-
tion is a stochastic process, the IDM must be executed a
considerably large number of iterations to achieve an appro-
priate estimation, thus resulting in a Monte Carlo simulation.
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4 Algorithmic approach

The proposed algorithm follows the Greedy Randomized
Adaptive Search Procedure (GRASP) methodology, which
was originally introduced by Feo and Resende (1989) and
formally defined in Feo et al. (1994). We refer the reader
to Resende Mauricio et al. (2010), Resende Mauricio and
Ribeiro (2013) for a complete survey of the last advances
in this methodology.

GRASP is a multistart metaheuristic, divided into two
distinct phases: construction and local improvement. The
first phase consists of a greedy, random, and adaptive con-
struction of a solution, in order to provide a promising
starting point. The second phase consists of a method to
locally improve the constructed solution to a local opti-
mum with respect to a given neighborhood.

A recent proposal by Lozano-Osorio et al. (2021) uses
GRASP method to solve SNIMP, since GRASP method-
ology is able to find a trade-off between diversification
in the stochastic construction phase and the intensifica-
tion of the local search process, enabling the algorithm
to escape from local optima and perform a wider search
space exploration.

These two phases are repeated until a termination cri-
terion is met. Notice that this criterion makes the algo-
rithm scalable to eventually large social networks, since
the termination criterion can be tuned to perform a smaller
number of iterations.

In the context of BIMP, a novel heuristic for select-
ing the most promising nodes in the construction phase
is proposed. Additionally, the local improvement phase
considers a move based on the replacement of nodes and it
can be limited to avoid large computing times without sig-
nificantly deteriorating the quality of the solutions found.

4.1 Construction phase

The purpose of the GRASP construction phase is to gener-
ate a promising initial solution in a short computing time.
In order to do this, the construction phase is usually guided
by a greedy selection function, which helps the construc-
tive method to select the most promising elements to be
included in the partial solution (see Algorithm 2). It is
worth mentioning that, in the context of BIMP, the com-
putational effort required to evaluate the greedy function
value should be minimal, since the size of the social net-
works might lead the algorithm to be extremely slow when
a solution is constructed.
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Algorithm 2 Construct(G = (V, E),a, B)

v 4 rnd(V)
S+ {v}
B+ B—C(v)
CL+{ceV:c¢S AN C(c) < B}
while CL # () do
Jmin < minue CL g(u)
Jmax < MaXycCOL g(u)
M < gmax — Q* (gnlax - gmin)
RCL < {ve CL:g(v) > u}
u < rnd(RCL)
S+ Su{u}
B+ B—C(u)
CL+ {ceCL:c¢ S A C(c) < B}
: end while
: return S

el el el
A il > el e

The algorithm starts by randomly selecting the first node
to be included in the solution § at random from the set of
nodes V (steps 1-2). The random selection of the first ele-
ment to be included in the solution is customary in GRASP
since it favors diversification. When selecting the first node
v, the available budget is decremented with the cost of v,
C(v) (step 3) The candidate list CL is then created with all
nodes whose cost is smaller than the available budget B
which are not already in the solution S (step 4). Then, the
constructive method iteratively adds new elements to the
solution until no candidate nodes with a cost smaller than B
are available to be selected (steps 5—14). In each iteration,
the minimum and maximum value of the greedy heuristic
function is evaluated (steps 6—7). Since the greedy function
is a key feature of GRASP, hereinafter each greedy function
considered is described. Then, a threshold u is calculated
(step 8), which is required for creating the Restricted Can-
didate List (RCL) with the most promising nodes (step 9).
This threshold directly depends on the value of the input
parameter a, with 0 < a < 1. Notice that this parameter
indicates the greediness or randomness of the constructive
procedure. On the one hand, if @ = 0, then the threshold
is evaluated as g,,,, becoming a totally greedy algorithm
(i-e., the RCL only includes those nodes with the maximum
greedy function value). On the other hand, if « = 1 then
M = &min» Tesulting in a completely random method (i.e., the
RCL includes every candidate node whose cost is smaller
than the available budget). Since this parameter is experi-
mentally tuned, we refer the reader to Sect. 5 to analyze the
effect of different values for the a parameter in the final algo-
rithm. Then, the next node is selected at random from the
RCL (step 10), including it in the solution under construc-
tion (step 11), updating the budget by reducing it with the
cost of the selected node (step 12). The CL is also updated
(step 13) in the same way as (step 4), being candidate nodes
whose associated cost is smaller than the remaining budget.

The method ends when no more elements can be included
in the seed set (i.e., there is no candidate node whose cost is
smaller than the available budget), returning the constructed
solution S (step 15).

As it was aforementioned, the greedy heuristic function g
used in steps 67 is one of the key features when designing
a constructive procedure in the context of GRASP. In par-
ticular, this greedy function must select the most promising
nodes without requiring large computing times. In this work,
we adapt two existing greedy functions originally proposed
for SNIMP, and propose a novel one to analyze its perfor-
mance against the well-established ones.

The first greedy function, named 8deg> consid-
ers the out-degree of a node as heuristic value. Given
a node u, let us define out-degree as d = |N}|, where
N* ={v eV : (uv) € E}In mathematical terms,

gdeg(u) = d:

The second greedy function, named g,,,,, was originally
used for SNIMP (Lozano-Osorio et al. 2021). It is a heuristic
based on the first and second degree neighbors of a given
node, usually known as 2-step neighbors in the context of
SN analysis (Stanley and Katherine 1994). The evaluation
of this greedy function over a certain node u can be formally
defined as:

g25tep(u) = d: + Z d\j—

vEN}

Additionally, this work proposes a novel heuristic, named
84is: Which leverages the node seed distribution. This method
prioritizes nodes that do not have selected neighbors as a
seed node, with the aim of reaching a larger number of non-
influenced users by exploring regions that have been mainly
ignored until that point. In order to do so, the greedy func-
tion value of a node is directly its degree, but penalizes it
if some of its neighbor nodes have already been selected.
The penalization has been experimentally set by halving the
degree. More formally

d+ .
# otherwise

{d; ifvgs, vweN*

8dist =

Let us illustrate the behavior of each proposed greedy heu-
ristic function with an example of SN with 7 nodes and 8
relations, depicted in Fig. 1. The value of each heuristic
function is presented close to each node.

Figure la shows the evaluation of g,,, and g,,,, since
both of them result in the same solution. In the case of g,
the first selected node is 4, since it is the node with the larg-
est degree. Then, node 1 is selected as the one with the sec-
ond largest degree. This seed set is able to directly influence
up to three nodes, reducing the possibility of influencing
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(a) Solution S1 = {1, 4}, considering gqe, and
gostep heuristic, which may influence up to three
nodes: 2, 3, and 5.

gdzst(2) =1 gdiSi(5) =1

Gdist (3) =1

Qdm(7) =1

(b) Solution S = {4, 6}, considering the ggist
heuristic, which may influence all nodes: 1, 2, 3,
5and 7.

Fig. 1 Evaluation of the three considered heuristic functions to select
the initial seed set over a SN with 7 nodes and 8 relations

nodes 6 and 7. In particular, there will be a possibility of
influencing nodes 6 and 7 if and only if node 5 is influenced.
The same behavior can be seen when considering g,,,,,: the
first selected node is 4, which presents the largest value and,
then, node 1 is selected. Finally, Fig. 1b shows the resulting
solution when considering g, heuristic. In this case, the
first node is selected with respect to its degree, resulting in
node 4. Then, the heuristic value of the nodes directly con-
nected to node 4 is evaluated as their degree reduced by half,
while the heuristic value of non-directly connected nodes
still remains as their degree. Then, the second node selected
is 6, which presents the largest value for g ;. Notice that, in
this example, both g,,, and g,,, reports the same solution,
although the value of each greedy function is different. How-
ever, the idea of penalizing those nodes connected to already
selected ones, used in g, lead the constructive procedure
to reach a better solution. The impact and the influence of
each greedy constructive procedure will be deeply analyzed
in Sect. 5.
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4.2 Local improvement

The second phase of GRASP is responsible for locally
improving each solution generated by the constructive pro-
cedure with the aim of reaching a local (ideally global) opti-
mum. In the context of GRASP, this phase can be accom-
plished by using a simple local search procedure or a more
complex heuristic (even a complete metaheuristic) like Tabu
Search (see Marti et al. 2018). The elevated complexity of
the problem under consideration has led us to propose a
simple yet effective local search procedure to reduce the
computational effort required.

Before defining a local search method, it is necessary to
introduce the neighborhood to be explored. The neighbor-
hood of a solution § is defined as the set of solutions that
can be reached by performing a single move over S. Then,
it is necessary to define the move that will be considered
in the context of BIMP. Specifically, the move, named as
Replace(S, u, P), involves removing node u from the solution
and replacing it with the set of nodes in P, with P € V \ S.
Notice that, in order to reach a feasible solution, the sum of
the cost of nodes in P must be smaller or equal than B + C(u)
(since u will be removed, its cost must not be taken into
account). More formally,

Replace(S,u,P) =S\ {u}uP

Then, given a solution S, the neighborhood Ny (S) is defined
as the set of feasible solutions that can be reached with a
single Replace move. In mathematical terms,

NR(S)={S’ «—Replace(S,u,P) YUESAVPEV\S: Z/JEP C(p)<B+C(u) }

Having defined the neighborhood which will be explored in
the local search, the next step consists of defining the way in
which the neighborhood N(S) is explored. Even considering
an efficient implementation of the objective function evalu-
ation, the vast size of the resulting neighborhood makes the
complete exploration of the neighborhood not suitable for
the BIMP. Therefore, we limit the number of evaluations that
the local search performs with the aim of having a compu-
tationally efficient method. It is worth mentioning that, if
the number of iterations W is limited, then it is interesting to
firstly explore the most promising neighbors of the consid-
ered neighborhood. Therefore, an intelligent neighborhood
exploration strategy is presented.

Hansen and Mladenovié¢ (2006) performed an empirical
study on the well-known Traveling Salesman Problem to
compare first and best improvement strategies in the con-
text of local search. The authors conclude that both strate-
gies present similar results in terms of quality, but the first
improvement approach is faster when considering random-
ness in the constructive phase. Following their recommenda-
tions and due to the computational effort required to evaluate
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a solution for the BIMP, we propose a first improvement
approach. This strategy does not need to explore all solu-
tions in the neighborhood for each iteration, thus reducing
the number of objective function evaluations required and
consequently the overall run time.

The proposed strategy filters the nodes that are involved
in every iteration of the local search method. In particular,
the nodes considered for removal from the solution S are
selected at random, but the ones to be later included are
selected by their contribution to the objective function value
if they are included in the incumbent solution. Notice that
evaluating the contribution requires performing a Monte
Carlo simulation, which is rather time consuming. With the
aim of reducing the computational effort of this evaluation,
a single Monte Carlo execution is performed, i.e., the value
of rin Algorithm 1 is an input parameter of the local search
method named A (see Sect. 5.1 where an experiment to ana-
lyze the performance of r value is is done). Furthermore, in
order to increase the efficiency, the Monte Carlo simulation
is not performed from scratch. Instead, since the solution
has already been evaluated, the influenced nodes are known.
Then, to evaluate the contribution of inserting a new node v
in the solution, it is only required to evaluate which are the
new nodes influenced by v, resulting in an efficient way of
estimating the contribution of including v in the incumbent
solution. Then, the candidate nodes to be included are those
with the largest contribution to the objective function value.
The number of candidates to be evaluated is determined by
the maximum number of evaluations ¥ (see Sect. 5.1 where
an experiment with different W values is carried out). The
pseudocode of the local search LS is shown in Algorithm 3.

Algorithm 3 LS(G,IDM, S, ¥, A)
1: R« rd(S,V¥)

2: for v € R do
3: v=v-1
4: pP* — argmaxpey\ g MC(G, S, IDM, A)

>pep Cl0) < B+C(u)
S’ < Replace(S,u, P*)
if MC(G,IDM,S’,A) > MC(G,IDM, S, A) then
S« S’
gotol
end if
end for
return S

> Improvement found

PO XIS

—

The method starts by creating the set of nodes whose
removal is tested (step 1). In particular, it consists of a ran-
dom set of ¥ nodes extracted from the nodes which are not
already in the solution. If the number of available nodes
is smaller than W, then all nodes are candidates. For each
candidate node (steps 2—10), the available number of evalua-
tions is decremented (step 3) and, then, the set of most prom-
ising nodes to be included P* is created as those maximizing

the contribution to the objective function value if included in
the solution satisfying the cost constraint when removing u
from S (step 4). Once both the candidate node to be removed
u and the set of most promising nodes to be included P*
are selected, the Replace move is performed, resulting in a
neighbor solution §’ (step 5). Then, S is updated if S’ results
in a better solution (step 7), restarting the search since the
local search method follows a first improvement strategy
(step 8). The method ends returning the best solution found
during the search (step 11).

5 Computational experiments and analysis
of results

The aim of this section is to describe the computational
experiments designed to evaluate the performance of the
proposed algorithms and to analyze the obtained results. All
experiments have been performed in an Intel Core i7-9750 H
(2.6 GHz) with 16GB RAM and the algorithms were imple-
mented using Java 17 and the Metaheuristic Optimization
framewoRK* (MORK) 10, designed to facilitate the imple-
mentation of algorithms for solving A’P-hard problems. The
source code of the proposed methods has also been made
publicly available.?

The set of SNs considered in this paper has been entirely
obtained from the best algorithm found for BIMP in the lit-
erature, to provide a fair comparison among the analyzed
algorithms. All of them are publicly available in Stanford
Network Analysis Project (SNAP).* The datasets used were
the Epinions dataset (Richardson et al. 2003; Xu et al. 2016)
which consists of 75879 nodes and 508837 edges, the data-
set HepTh with 27770 nodes, and 352807 edges and finally
CondMat which has 23133 and 93497 edges (Leskovec et al.
2007).

Since this research is designed for improving the analysis
of users in an infodemics context, we have generated a real-
life instance with tweets related to a health case published
about the announcement of the American Health Care Act
(AHCA) in 2017. The new dataset contains 54836 nodes
and 89059 edges (we refer the reader to Sect. 5.3 for a more
detailed description about this instance).

Table 1 shows the following details of the datasets
used: number of nodes in the largest connected-com-
ponent (ILCCI), total number of connected-components

2 https://github.com/rmartinsanta/mork/.
3 https://grafo.etsii.urjc.es/BIMP.
4 nhttps://snap.stanford.edu/.
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Table 1 Metrics of the used datasets

Instance Nodes Edges ILCCI TC ADPN
soc-Epinions1 75879 405740 75877 2 10.69
HC Twitter 54836 89059 47257 3060  3.25
CA-CondMat 23133 93497 21363 567 8.08
CA-HepT 9877 25998 8638 429 5.26

(TC) and average out degree for all nodes (more formally
LY (deg(v)).

It is worth mentioning that the original SNs derived from
SNAP do not have any weight in the nodes. In the context
of BIMP, every node has an associated cost to be selected,
so it is necessary to perform this assignment. With the aim
of having a fair comparison, we contact the authors of the
previous work for their exact cost assignment and the source
code to execute the algorithm in the same platform. Unfor-
tunately, we did not receive any response, so we implement
their algorithm carefully following the detailed description
provided in the manuscript (Banerjee et al. 2019). Addition-
ally, we generate a random uniform cost for each node fol-
lowing the suggestions of the previous authors. In order to
ease further comparisons, we have made publicly available
the exact instances used in this work.

First of all, it is important to indicate the number of
repetitions performed in the Monte Carlo simulation.
As it is customary in SIM problems, 100 Monte Carlo
simulations are performed on all IDMs models. The total
budget B to conform a solution is selected in the range
B = {2000, 6000, 10000, 140000, 180000, 22000, 26000} as
stated in Banerjee et al. (2019), thus obtaining 3 - 7 = 21 dif-
ferent problem instances for each IDM. Taking into account
that 4 IDMs are considered as described in Sect. 3, the total
number of instances are 21 - 4 = 84.

The experiments are divided into two parts: preliminary
and final experimentation. The former (Sect. 5.1) refers to
those experiments performed to select the best parameters
to set up our algorithm, while the latter (Sect. 5.2) validates
the best configuration, comparing it with the best method
found in the state of the art.

All experiments developed report the following perfor-
mance metrics: Avg., the average of the number of influ-
enced nodes; Time (s), the average execution time of the
algorithm measured in seconds; Dev (%), the average devia-
tion with respect to the best solution found in the experi-

ment, evaluated as 227 . 100., where Jres 18 the objective

best

function of the best solution found in the experiment and f,
is the objective function value of the best solution found by
the algorithm; and finally, #Best, the number of times that
the algorithm matches the best solution in the experiment.
Tables report a summary to provide a global view of each
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Table2 Results of the constructive procedure when generating 50
solutions, considering different a values for every heuristic function

Greedy function a Avg. Time (s) Dev (%) #Best
8uist 0.25 344691 14.96 0.87 6
0.50  3430.71 14.67 2.06 4
0.75 3346.41 14.00 7.14 1
RND  3462.20 14.67 0.81 10
Saeg 0.25 3337.21  9.77 5.54 2
0.50 3338.72 9.38 5.73 2
0.75 3332.81 9.06 6.96 0
RND  3417.53  9.68 3.44 6
82step 0.25 3146.76  9.60 11.92 0
0.50  3158.04 9.20 12.28 0
0.75 3172.05 9.38 11.60 0
RND 324642 9.72 9.05 0

Best results are highlighted with bold font

algorithm by averaging the results obtained along all the
considered instances. Individual results per instance are
included in the public repository, where the code is also
available.

5.1 Preliminary experimentation to setup the final
GRASP method

In the preliminary experiments, 6 representative SNs are
evaluated with each IDM, resulting in 24 instances. The set
of preliminary instances comprehends the 28% of the total
set of 84 instances. This selection of instances is done to
avoid overfitting in the model.

The purpose of the first preliminary experiment is to
obtain the best greedy heuristic function together with the
value of a. For this purpose, all greedy heuristic methods,
8degs 82step» AN &y, have been analyzed when considering
a = (0.25,0.50,0.75, RND). Notice that « = RND indicates
that a random value in the range 0-1 is selected for each
construction. The GRASP method used 50 iterations in all
experiments.

Table 2 collects the final results from this competitive
testing. Notice that Avg. is not an integer value since it is
the average value of the 100 repetitions of the Monte Carlo
simulation.

As it can be drawn from the table, the best results are
consistently provided by the greedy function based on the
new heuristic procedure, g . In particular, the best results
are obtained when considering « = RND, with 10 best solu-
tions and 0.81% of average deviation. The small deviation
value indicates that, even in the cases in which it is not able
to reach the best solution, it remains really close to it. It
is worth mentioning that the heuristic g,,,, which is the
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Fig.2 Analysis of the effect of the value of W in the local search
phase

Table 3 Results of the GRASP algorithm when generating 50 solu-
tions, considering @ = RND versus the constructive procedure exe-
cuted isolatedly

IDM Method Avg. Time (s) Dev (%)  #Best
ICM(1%) 8uist 3379.44  18.79 15.62 0
GRASP 400501 3195 0.00 9
ICM(Q2%) 8uist 7246.65  26.98 7.94 0
GRASP  7872.00 6243 0.00 9
WC 8uist 2477773  15.24 4.81 0
GRASP  2603.01 21.07 0.00 9
TV 8uist 615.81 8.85 39.75 0
GRASP  1022.11 12.11 0.00 9
Summary gy 3461.23 17.47 9.96 0
GRASP 384421 31.89 0.00 36

Best results are highlighted with bold font

best greedy function in the context of SNIMP in Lozano-
Osorio et al. (2021), produces the worst values in the con-
text of BIMP, independently of the selected a-value. This
result highlights the relevance of proposing new heuristics
for this problem. Regarding the computing time, although
8ais TEquires slightly larger computing times on average,
the difference with the other greedy heuristic functions are
negligible. Therefore, we select g, as the best constructive
procedure with « = RND.

The next experiment is devoted to analyze the effect of the
maximum number of iterations W in the local search phase
in terms of quality and computing time. Figure 2 shows the
improvement when increasing the value of . Notice that the
quality of the solutions significantly improves upon reaching
¥ = 500. At that point, the search seems to stagnate and no
considerable improvement is found, thus leading us to select
¥ = 500 for the local search phase.

Table 4 Competitive testing of the proposed GRASP algorithm with
respect to state of the art algorithm ComBIM

IDM Algorithm  Avg Time (s) Dev (%) #Best
ICM(1%) ComBIM 8319.68 214.97 17.64% 0O
GRASP 8872.61 117.06 0.00% 21
ICM(2%) ComBIM 14467.65 215.31 6.49% 3
GRASP 14828.77 146.21 0.07% 18
WwC ComBIM 2277.79 214.04 5749% O
GRASP 10087.08 97.80 0.00% 21
TV ComBIM 1976.11 214.68 39.10% O
GRASP 2677.58 69.65 0.00% 21
Summary ComBIM  6760.31 214.75 30.18% 3
GRASP 9116.51 107.68 0.02% 81

Best results are highlighted with bold font

The third preliminary experiment is devoted to analyze
the contribution of the local search phase in the complete
GRASP algorithm. In order to do so, the constructive pro-
cedure considering g, and @ = RND is executed and com-
pared with the complete GRASP framework. The results are
shown in Table 3.

As it can be derived from the results, the local search
requires twice the computational time than the construc-
tive procedure isolatedly, on average, in each IDM. This
increase is justified since it is able to reach a considerably
better solution, as it can be seen in the large average devia-
tion values presented by the constructive procedure without
local search. In particular, the average deviation is 9.96% on
average, reaching a maximum value of 39.75% in the case of
TV. Notice that, in the case of TV, the random selection of
the probability of being influenced affects on the obtained
results, being ICM and WC are more robust in the compari-
son. Regarding the number of best solutions found, it can
be seen how the local search phase is able to improve the
initial solutions, since the constructive procedure is not able
to reach any best value.

Having performed the preliminary experiments, the best
results are obtained with the following values: the greedy
heuristic function selected is g, the parameter of the con-
structive procedure is set to @ = RND, the maximum num-
ber of evaluations is ¥ = 500, and the number of Monte
Carlo simulations is set to A = 10 in the local search (this
value has been set since no significant differences have been
found testing different values in the range [10,100]). These
parameter values will be used to set up the final version of
the algorithm.
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5.2 Competitive testing

In order to analyze the quality of the proposed algorithm, a
competitive testing is performed with the best method found
in the state of the art, ComBIM, by considering the complete
set of 84 instances.

Table 4 collects the final results obtained in this competi-
tive testing, where for each IDM the same metrics as in the
preliminary experimentation are reported: Avg., Time (s),
Dev(%), and #Best.

The results show how GRASP is able to obtain high-
quality solutions (81 best solutions out of 84), and this val-
ues are obtained in half of the computing time (107.68 s vs
214.75 s). Although GRASP is able to outperform ComBIM
in all IDMs considered, the most remarkable results in terms
of quality are obtained when using WC and TV. Specifi-
cally, ComBIM is able to reach the best solution just in three
instances when using ICM (2%). In this case, the deviation
of GRASP is 0.07%, indicating that it is really close to that
best solution. In view of these results, GRASP emerges as
one of the most competitive algorithms for BIMP.

We finally perform over all instances the well-known
non-parametric Wilcoxon statistical test for pairwise com-
parisons, which answers the question: do the solutions
generated by both algorithms represent two different popu-
lations? The resulting p-value smaller than 0.0001 when
comparing GRASP with ComBIM confirms the superiority
of the proposed GRASP algorithm. In particular, GRASP is
able to obtain 81 out of 84 positive ranks, 3 negative ranks,
and O ties. Therefore, GRASP emerges as one of the most
competitive algorithms for the BIMP, being able to reach
high-quality solutions in small computing times.

5.3 Aninfodemic case study

This section shows an infodemic case study, based on tweets
retrieved from the George Washington University’s publicly
available dataset called Tweetsets (Wrubel et al. 2020).
Existing tweets where a user shares a tweet, that means that
the user has been influenced by the original tweet, are used
to build this instance. The tweetset used is related to info-
demics in the area of Healthcare, related to the announce-
ment of the American Health Care Act (AHCA) in 2017.
This dataset consists of 386384 tweets, where 284131 are
retweets. The original dataset contains all the identifiers of
the tweets and, in order to generate this instance, we have
retrieved it from Twitter, resulting in 96705 tweets. Notice
that 187426 tweets have been removed from Twitter due
to fake news filters or suspended accounts (Tretiakov et al.
2022). The final dataset has 54836 users, 96705 tweets, and
2060 components, where the largest component has 47257
nodes. The available budget for BIMP is generated follow-
ing the same procedure of the previous instances: a random
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Table 5 Competitive testing of the proposed GRASP algorithm with
respect to state-of-the-art algorithm ComBIM

IDM Algorithm  Avg Time (s) Dev (%) #Best
ICM(1%) ComBIM 6621.69 318.91 0.65% 1
GRASP 6663.23 42.39 0.04% 6
ICM(2%) ComBIM 12833.06 319.01 0.00% 6
GRASP 1272224 5570 0.86% 1
WwC ComBIM 23898.77 319.32 23.09% O
GRASP 31267.49 95.12 0.00% 7
TV ComBIM 1845.83 318.69 1748% O
GRASP 224741 95.12 0.00% 7
Summary  ComBIM 11299.84  318.98 1031% 7
GRASP 13225.09 72.08 0.22% 21

Best results are highlighted in bold font

Tgtgtorﬂﬂ g u a

Nvmeal

Fig.3 Most influential users in the HC Twitter dataset detected by
GRASP over different IDM

uniform cost is generated for each node. In order to compare
our proposal, a competitive testing if performed.

Table 5 shows the results resulting from the comparison
of GRASP and ComBIM over this case study. As it can be
derived, GRASP obtains 21 best solutions out of 28, requir-
ing less than four times the computing time from ComBIM
(72.08 vs 318.98 s). ComBIM method performs better with
the ICM influence diffusion model than WC and TV, show-
ing the same behavior as in the previous instances. On the
contrary, our method adapts to each IDM due to the evalua-
tion of the objective function with the Monte Carlo simula-
tion. We perform the Wilcoxon non-parametric statistical
test resulting in a p-value smaller than 0.0001, confirming
that GRASP is statistically better than ComBIM.

Having selected the most influential users with GRASP,
it is necessary to analyze who are those users and how they
are related to the context under evaluation. For this purpose,
a word cloud has been constructed so that the weight of a
user is directly proportional to the times that it has selected
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by GRASP as an influential user (seed node) for each IDM.
This weight determines the size of the font used in the word
cloud.

Figure 3 highlighted the most influential users. For
instance, SenBobCasey is an US senator from the Demo-
cratic Party which was really active in the context of Health
Care; krassenstein is the social account of an famous inde-
pendent investigative journalist focused on detecting hate
in infomedics; robinthede and GeorgeTakei are writers and
famous comedians who published some viral jokes about
this context; and thehill, which is an American newspaper
and political journalism website published in Washington
D. C. since 1994. All these accounts were really active with
the Health Care proposal (both supporting or opposing it),
with more than 9 million followers as a whole. This result
suggests that the information spread by these users should
be carefully analyzed mainly due to the high impact of
diffusion.

6 Conclusions

In this paper, an efficient and effective GRASP algorithm for
solving the BIMP has been presented. Three different diffu-
sion models are used for BIMP considering the probabilistic
algorithm Monte Carlo for the evaluation of the objective
function.

Three greedy heuristic functions have been proposed for
generating the initial solutions of GRASP. The first one is
based on the two-step neighborhood, recently published in
a problem of the same family, with the aim of analyzing
how it adapts to a similar problem. The second one is based
on the degree of each node and, finally, a new heuristic that
penalizes those nodes whose neighbors have been already
selected as a seed node is proposed, with the aim of expand-
ing to new regions in the graph. Furthermore, the idea of
using local information allows the algorithm to construct a
complete solution in small computing time.

The local search method proposed is based on a new
move named Replace, whose objective is to remove a seed
node replacing it with the most promising ones. To make a
scalable algorithm, and to avoid an exhaustive search which
is not suitable for this problem, the local search is limited
and can be configured according to the time requirements.

Comparing the presented GRASP algorithm versus the
best algorithm found in the state of the art, GRASP obtained
the best solution in 81 out of 84 available instances by
requiring half of the computing time. The results reported
are supported by the well-known pairwise Wilcoxon statis-
tical test, confirming the superiority of the proposal with
respect to the classical and state-of-the-art solution proce-
dures for the BIMP.

Finally, an infodemic case study is analyzed from the
influence maximization perspective. Specifically, an instance
is built based on 386384 tweets about the American Health
Care Act (AHCA). An experiment is performed, showing
the superiority of GRASP when comparing it with Com-
BIM in 21 out of 27 available instances. The most influen-
tial users are analyzed, showing their relevance in the topic
studied, being most of them senators, comedians, writers,
Or newspapers.
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